
1. Introduction
In the winter hemisphere, high latitudes receive little solar radiation, and in the stratosphere a strong 
meridional temperature gradient develops, with a concomitant strong vertical zonal wind shear, strong 
westerly winds forming the edge of the stratospheric polar vortex (SPV), which has a cold core located ap-
proximately over the pole. In the northern hemisphere, this vortex is more variable, due to increased tropo-
sphere-to-stratosphere planetary wave propagation, arising from increased land-sea temperature contrasts 
and topographical variations relative to the southern hemisphere (e.g., Waugh & Randel, 1999). If strato-
spheric winds are westerly and not too strong, planetary waves can propagate into the stratosphere, where 
they may disturb the polar vortex (Charney & Drazin,  1961; Matsuno,  1970). A feature of the northern 
hemisphere polar vortex variability is that the vortex can break down over a period of days. Temperatures 
over the pole can increase by up to 40K in this short time period (e.g., Butler et al., 2017; Scherhag, 1952) and 
the mean zonal winds can reverse. Such events, known as major sudden stratospheric warmings (SSWs), 
take place approximately six times per decade in the northern hemisphere, based on a relatively short 
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weather, especially at mid-high latitudes. We do not yet have a complete understanding of why some 
of these events influence our weather more than others, but one factor may be the dynamical nature of 
the SSW; whether it involves a split or a displacement of the polar vortex, and one way to explore this is 
through comprehensive climate models. Here, we analyze the stratospheric dynamics of SSWs within 
models from the sixth Coupled Model Intercomparison Project (CMIP6). All CMIP6 models simulate 
SSWs to some degree, although we find a persistent bias in the relative underrepresentation of split vortex 
events. When comparing with CMIP5 models, large biases persist despite significant model improvements 
in resolution and in representing atmospheric processes. We show that the simulated displacement 
frequency is strongly related to climatological lower stratospheric eddy heat flux. The split frequency, 
on the other hand, is not related to lower stratospheric eddy heat flux, but is strongly related to both 
the vortex geometry (aspect ratio) and lower stratospheric zonal winds. This suggests that those models 
with a large positive bias in zonal winds may inhibit the propagation of zonal wavenumber 2 planetary 
waves from the troposphere, which are associated with split events. Our results suggest how future model 
development may address these longstanding biases.

Plain Language Summary In winter, the polar stratosphere is very cold and surrounded 
by strong westerly winds, known as the stratospheric polar vortex. This vortex can be disrupted, and the 
polar stratosphere can warm by as much as 40K in a few days. This is known as a sudden stratospheric 
warming (SSW). These events are characterized as splits, when the vortex splits into two smaller vortices, 
or displacements, where the vortex is shifted away from the pole. Since SSWs were discovered in the 1950s, 
there have been roughly equal numbers of splits and displacements. Climate models simulate SSWs, 
although they usually simulate more displacements than splits. We investigate the reasons for this model 
bias. Those models which have too-circular a vortex tend to simulate too few split events. In addition, 
atmospheric waves from the surface can disrupt the vortex. If the lower stratospheric westerly winds 
are too strong in a model, some of these waves that favor split events can be filtered out. On the other 
hand, models with a vortex that is on average centered too far from the pole tends to simulate too few 
displacement events. Our results are useful for supporting the future development of climate models.
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observational record beginning in the late 1950s (Charlton & Polvani, 2007), with only a single such event 
observed in the southern hemisphere (Baldwin et al., 2021; Kruger et al., 2005).

SSWs can trigger extreme weather, particularly in the northern hemisphere, where they are associated with 
a negative phase of the North Atlantic Oscillation, accompanied by cold snaps over Europe and Eurasia 
(Kolstad et al., 2010; King et al., 2019). Their surface impacts can be detected up to 60 days after SSW onset 
in the stratosphere (Baldwin & Dunkerton, 2001). Consequently, a greater understanding of these events 
is crucial in developing climate forecasts. The realistic capture of SSWs is vital in accurately representing 
climate variability and potential future weather and climate extremes (Ayarzagüena et al., 2018).

Climate models simulate SSWs, although there is a widespread of SSW frequency of occurrence (hereafter 
frequency) amongst models (Ayarzaguena et al., 2020; Charlton-Perez et al., 2013; Wu & Reichler, 2020), 
with most models tending to underestimate the frequency (Charlton et al., 2007; Seviour et al., 2016, here-
after S16). As noted by Polvani et al. (2017), internal variability of the polar vortex means that SSW frequen-
cies can vary across different simulations of the same model, even where the atmosphere model is identical. 
However, due to the small sample size of SSWs in the observational record, climate models are important 
for obtaining larger sample sizes, from which more robust inferences about the real world can be made, 
contingent on faithful representation of the physical processes governing stratospheric variability.

Model lid height and the vertical resolution of the stratosphere are important factors that can affect SSW 
frequency. “Low-top” models, with an uppermost level below the stratopause, tend to produce fewer SSWs 
(e.g., Cagnazzo & Manzini, 2009; Charlton-Perez et al., 2013; Osprey et al., 2013), while vertical resolution is 
important for representation of the stratospheric circulation. Lee and Black (2015) attributed this reduction 
of SSW occurrence to the variability of both planetary wave activity and vortex strength being too low in 
low-top models. However, model lid height and stratospheric resolution alone are not sufficient to ensure 
an accurate representation of SSW frequency. Some low-top models have frequencies consistent with ob-
servations, although the seasonal distribution of SSW events does not necessarily match with observations, 
and the spread is still large amongst stratosphere-resolving models (e.g., Wu & Reichler, 2020). In a study of 
the fifth Coupled Model Intercomparison Project (CMIP5) high top models, S16 found that the stratospheric 
vertical resolution was not significantly correlated with the frequency of split or displacement SSWs.

Climatological properties of the model SPV may also be important in determining SSW frequency. There is 
an inverse correlation between vortex strength and SSW frequency (Jucker et al., 2014) as when zonal winds 
are stronger, it is harder to achieve wind reversal, and planetary wave propagation at lower wavenumbers is 
inhibited as wind speeds increase (Charney & Drazin, 1961). Alternatively, a model with high SPV variabil-
ity may also contain more SSWs (e.g., Kim et al., 2017). In turn, the climatological strength and variability 
of the SPV zonal winds are influenced by average wave forcing from the troposphere (Taguchi, 2017). The 
state of the lower stratosphere may be important in modulating this wave forcing, acting as a valve for wave 
propagation (Martineau et al., 2018).

SSWs have been classified according to changes in vortex morphology. A split event is where the vortex 
separates into two distinct “child vortices,” whereas a displacement event occurs when the vortex shifts 
equatorward (e.g., Charlton & Polvani, 2007; Mitchell et al., 2011; Seviour et al., 2013, hereafter S13). The 
more barotropic annular mode time-height profile of split events is consistent with the development of 
SSWs by internal resonances (e.g., Esler & Scott, 2005; Matthewman & Esler, 2011), with anomalies oc-
curring synchronously throughout the depth of the stratosphere (S16), while displacements may be asso-
ciated with the descent of a Rossby wave critical layer (Matsuno, 1970, 1971). Recent studies have reached 
different conclusions concerning whether displacement and split events have different causes and surface 
impacts. Some studies find little difference between the surface impacts of the two types (e.g., Charlton 
& Polvani, 2007; Cohen & Jones, 2011; Maycock & Hitchcock, 2015), while Mitchell et al. (2013), S13 and 
S16 identify a stronger surface signal at shorter time lags for split SSWs, and Hall et al. (2021) find signif-
icantly lower temperatures associated with split events over NW Europe. In part, some of these different 
conclusions can be attributed to different methodologies for classifying split and displacement events (e.g., 
Maycock & Hitchcock, 2015).

In observational data, the number of split and displacement events are roughly equal, over the short obser-
vation period (e.g., Charlton & Polvani, 2007). Several studies have assessed total SSW frequency in climate 
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models, and in CMIP5 and CMIP6, an increasing number of models relative to previous generations are 
showing a more realistic overall SSW frequency (Wu & Reichler, 2020). However, those studies which have 
considered splits and displacements separately (S16; Maycock & Hitchcock, 2015) indicate that the simulat-
ed frequency of displacement events tends to be more realistic, while splits are underrepresented, leading 
to a too-high ratio of displacements to splits in most models, compared with the observational record. S16 
attributed this discrepancy to biases in models’ stratospheric climatological state. The motivation for this 
study is to better understand the factors behind the differences in split and displacement SSW frequency 
that is often found in models as well as to assess whether the biases discussed above have persisted or been 
improved in the latest generation of models.

In this study, we examine a range of metrics representing SPV variability, comparing CMIP6 models with 
reanalysis data, and develop simple regression models to explain split and displacement SSW frequency. 
Data and methods for SSW classification are presented in Section 2, our results are discussed in Section 3, 
and a summary of our findings is provided in Section 4.

2. Data and Methods
We use daily data from the CMIP6 archive at the Centre for Environmental Data Analysis (CEDA). We use 
the preindustrial control simulation (piControl) of each available model, which has a prescribed or calcu-
lated CO2 concentration, designed for the evaluation of unforced variability (Eyring et al., 2016). This pro-
vides a large number of SSW events, which will help to address the issue of internal variability over shorter 
historical simulations. Models used had at least 500 years of daily data available. For each model, the first 
500 years were selected (this does not include the spin-up period). This reduces the data set to the 10 models 
summarized in Table 1. We recognize that there are many more models in CMIP6, but data were unavaila-
ble over the whole time period for other models at the time. However, our models are representative of the 
range of SSW frequencies simulated in CMIP6 models (See Wu & Reichler, 2020; their Figure 1b). Where 
spatial data were required, model data were regridded by horizontal linear interpolation to the coarsest 
horizontal resolution of the models (CanESM5).

Models are compared with the European Centre for Medium-Range Weather Forecasts reanalyses; ERA-In-
terim (Dee et al., 2011) which covers 1979–2019 and the ERA5 reanalysis (Hersbach et al., 2020) which at 
present extends from 1979 to 2020. The eight vertical levels common to CMIP6 and ERA are used (10, 50, 
100, 250, 500, 700, 850, and 1,000 hPa). We chose not to use ERA40 (Uppala et al., 2005) to extend the sam-
ple size of SSWs in the observational record. This is because in preliminary testing, certain metrics, such 
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Model Lid height km and hPa
Total number  

of levels
dz1

1–100 hPa m
dz2

50–150 hPa m
dz3

1–50 hPa m

CanESM5 48.4 km/1 hPa 49 1,697 1,282 1,826

MIROC6 87 km/0.004 hPa 81 871 769 913

MPI-ESM-1-2-HAM* 80 km/0.01 hPa 47 2,149 1,538 2,282

MPI-ESM1-2-HR 80 km/0.01 hPa 95 750 699 760

MPI-ESM1-2-LR 80 km/0.01 hPa 47 2,149 1,538 2,282

INM CM5-0 59.6 km/0.2 hPa 73 632 592 668

CESM2 40 km/2.26 hPa 32 2,611 1,099 4,564

CESM2 WACCM* 130 km/4.5 × 10−6 hPa 70 1,535 1,099 1,611

UKESM1-0-LL* 85 km/0.005 hPa 85 1,194 641 1,369

HadGEM3-GC31-LL 85 km/0.005 hPa 85 1,194 641 1,369

Note. The vertical resolutions over different sections of the stratosphere (dz1, dz2, dz3) are calculated by dividing the 
vertical distance by the number of levels. Model levels, where given in pressure or sigma levels, were converted to 
height according to z = −H ln(p/po), with H = 7,000 m and po = 1,013.25 hPa. Models with interactive chemistry are 
denoted *.

Table 1 
Summary of Model Parameters
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as daily mean zonal-mean zonal wind speed for the winter months, were 
found to have a very different distribution to those of ERA-I and ERA5.

To test whether the comparisons between CMIP6 piControl and ERA 
reanalysis are valid, we also repeat some aspects of the analysis using 
historical simulations from the same models. We use a single ensemble 
member (usually r1i1p1f1) from each historical simulation. By using the 
historical simulations (1850–2014), any discrepancy between piControl 
and reanalysis data that may occur due to anthropogenic or natural forc-
ing can be identified.

SSW onset dates are identified by the reversal of zonal-mean zonal wind 
direction at 60°N and 10 hPa (Charlton & Polvani, 2007). Only SSWs with 
an onset date between December and March inclusive are included. Peri-
ods of wind reversal must be separated by at least 20 consecutive days of 
westerly winds to qualify as separate events. To distinguish split and dis-
placement events, we use a modified version of the moment diagnostics 
method of S13 (Gerber et al., 2021). In this approach, two-dimensional 
moment diagnostics, Mnm of a distribution f(x,y) is used to classify the 
polar vortex as either a split or a displacement event. They are given in 
Cartesian coordinates by:

  ,n m
nm

s
M x y f x y dx dy∬ (1)

where s is the surface over which integration occurs (the northern 
hemisphere) and n and m denote the order of the moment in the x and y 
directions, respectively. When applied to the SPV these moments describe 
the longitude-latitude shape of the vortex in terms of an equivalent el-
lipse (Waugh, 1997). The two moments used here are the latitude of the 
vortex centroid (a first-order moment) and the aspect ratio (the ratio of 
the major to minor axes; a second-order moment). To calculate the mo-
ment diagnostics, it is necessary to define the vortex edge. This is done for 
each model individually, and is the contour of the mean December-Jan-
uary-February-March (DJFM) zonal-mean geopotential height (GPH) at 
60°N, 10 hPa. For further details of the calculations of moment diagnos-
tics, see Waugh (1997), Matthewman et al. (2009), and S13.

The latitude of the vortex centroid is used to diagnose displacement events, and the aspect ratio defines split 
events. The S13 method uses 10 hPa GPH to define the vortex moments. Here, following Gerber et al. (2021), 
a hybrid approach is used, combining the SSW onset date identification of Charlton and Polvani (2007), and 
the S13 moment diagnostics based on 10 hPa GPH, to classify SSWs. The aspect ratio and centroid latitude 
of the SPV are calculated for each day in a window of 10 days either side of the onset date. Thresholds for 
the centroid latitude and aspect ratio are set and the total number of days when each threshold is exceeded 
in the window is calculated. The thresholds are defined as when the centroid latitude is equatorward of 
66°N for a displacement event, and when the aspect ratio exceeds 2.4 for a split event (S13). The SSW is 
defined according to which threshold is exceeded with the greatest frequency in the 21-day window (Gerber 
et al., 2021). In some cases, SSW events cannot be clearly defined, containing equal elements of both splits 
and displacements, or neither threshold is exceeded, and in these cases the event is categorized as a mixed 
event.

Compared with the Charlton and Polvani (2007) classification, 10 events in reanalysis are reclassified; 4 
change from displacement to split, 5 from split to displacement, and 1 event is a mixed event. S13 identifies 
a number of different events not included in Charlton and Polvani (2007), but none of the events identified 
using the hybrid method here change classification if the unmodified S13 method is applied.
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Figure 1. Frequency of split, displacement, and mixed SSW events in 
each of the CMIP6 models, compared with ERA. Error bars show the 
95% confidence intervals for the frequency of all events. Confidence 
intervals are calculated for the population proportion using the binomial 
distribution. Reanalyses and multimodel mean are distinguished by bold 
borders. Figure above each bar is the ratio of displacements to splits, to 
1 decimal place. Models are arranged left to right from highest to lowest 
SSW frequency. CMIP6, sixth Coupled Model Intercomparison Project; 
MMM, multimodel mean; SSW, sudden stratospheric warming.
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ERA5 identifies one additional event (SSW onset 2002-01-17), and reclassifies two events compared with 
ERA-I. A split event occurring on 2001-12-30 was reclassified as a displacement in ERA5, and an additional 
split event on 21-02-1989 was identified as a mixed event. These changes may occur with very small changes 
in field values and changes in the vortex edge contour, if the event is a more marginal example of an SSW 
type.

We calculate the modal (i.e., most likely) climatological value of the daily DJFM aspect ratio and centroid 
latitude for each model, over the whole 500-year period, and for reanalyses. We use the mode rather than 
the mean as it will not be influenced by the impact of extreme values on the distribution, such as those 
associated with SSW events. To calculate the mode, we follow Mitchell et al. (2011) and S13 and define the 
mode as the peak of the probability distribution fitted to the daily distribution of moment diagnostics for 
each model. Selecting the mode as the maximum value of a histogram can be problematic as it is sensitive 
to bin size. We therefore fit a Generalised Extreme Value Distribution (GEV) to the aspect ratio, of the form:

 
  

  


 


1/ 1 1/
; , , aaf x e (2)





 1 xa (3)

with parameters μ the location parameter, σ the scale parameter, and ξ the shape parameter, determined by 
maximum-likelihood estimation (Wilks, 2011). For the centroid latitude, we transform the data to better fit 
a Gaussian distribution, by cubing the latitudes (e.g., Mitchell et al., 2011). The cube root of the mode is then 
taken to return to the original value. In each case, the moment value at the peak of the distribution is taken 
as the mode. Alternative methods such as fitting a kernel density estimate to the distribution provide very 
similar results, as does using the location parameter of the GEV for aspect ratio.

Unless otherwise stated in the results, statistical significance is judged at the 95% level. This means that for 
the 10 models here, a significant correlation will be one where the absolute value of the correlation coeffi-
cient exceeds 0.63.

3. Results
3.1. Model Intercomparison of SSW Frequencies

The decadal frequencies of split, displacement and mixed events are shown for each CMIP6 model and 
compared with the frequencies from the ERA reanalyses and the multimodel mean (Figure 1). In this study, 
most results refer to the differences between models, but a multimodel mean (MMM) is also calculated from 
the total number of events over all models as in S16, so overall each SSW event has an equal weighting, 
irrespective of the model from which it originates. There is a wide range of frequencies amongst models, 
together with different ratios of displacements to splits (hereafter DS ratios). In reanalyses, the DS ratios 
are 1.1 in ERA-I and 1.5 in ERA5. Differences are due to the reclassifying of an event between reanalyses. 
However, only MIROC6 has roughly equal numbers of displacements and splits (DS ratio of 0.87); all other 
models exhibit a larger proportion of displacements, ranging from a DS ratio of 1.42 (MPI-ESM-1-2-HAM) 
to 8.95 (CanESM5) (Figure 1). Notably, the two models with the lowest lid heights (CanESM5 and CESM2) 
have the great DS ratios, the lowest split frequency, and the lowest overall frequency of SSWs in agreement 
with results from CMIP5 (e.g., Charlton-Perez et al., 2013). Overall, 9 out of 10 models have a split frequency 
below that of reanalysis. Similarly, in all but two of the CMIP5 models in S16 (11 out of 13), split frequency 
is below that in reanalysis; therefore, this bias is consistent.

70% of the individual model confidence intervals for total SSW frequency overlap with those of the reanaly-
ses, broadly in line with the analysis of Wu and Reichler (2020), who used ERA40 and historical simulations. 
The historical simulation SSW frequencies and DS ratios are close to those of piControl (Figure S1); the cor-
relation between piControl and historical simulation total SSW frequency is 0.89 across the 10 models, and 
the correlation between the model DS ratio of the piControl and historical simulations is 0.93 (not shown).
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Models that are structurally similar, for example, with the same dynamical cores, can produce large differences 
in SSW frequency, for example, HadGEM3 and UKESM, and MPI-ESM1-2-LR and MPI-ESM-1-2-HAM 
(Figure 1), however in these instances, the interactive atmospheric chemistry may be an important factor. In 
each pair, the model with interactive chemistry (UKESM and MPI-ESM-1-2-HAM) simulates fewer SSWs, 
and the confidence intervals of the pair do not overlap (Figure 1). Haase and Matthes (2019) find that a 
model with interactive chemistry has a stronger and colder SPV and produces fewer SSWs than the equiva-
lent model without interactive chemistry. In agreement with this result, in each of the pairs (HadGEM3 and 
UKESM; MPI-ESM1-2_LR, MPI-ESM-1-2-HAM), the model with interactive chemistry has stronger strat-
ospheric zonal winds at 60°N, compared with the model without interactive chemistry. Hence, the greater 
total SSW frequency in models such as HadGEM3 and MPI-ESM1-2-LR may be related to the absence of 
interactive chemistry in these models. In addition, CESM2 WACCM includes interactive chemistry and has 
a lower overall SSW frequency, albeit with confidence intervals that overlap those of reanalyses, although 
the low lid height of CESM2 confounds any direct comparison based on interactive chemistry alone.

Comparing with CMIP5 models in S16, the CanESM model also had a high DS ratio, but has changed from 
having one of the highest frequencies of SSWs in CMIP5 (CanESM2) to one of the lowest SSW frequencies 
in CMPI6 (CanESM5). HadGEM and MPI-ESM-LR models have some of the highest total SSW frequen-
cies in CMIP5 and CMIP6, while total SSW frequency for MIROC is relatively low for both (CMIP5: ∼4.5/
decade, CMIP6: 4.8/decade). In each of these cases, the DS ratio is broadly similar in CMIP5 and CMIP6.

3.2. Model Lid Height and Stratospheric Resolution and SSW Frequencies

Model lid height has been identified as a contributory factor to underrepresentation of SSWs (e.g., Charl-
ton-Perez et al., 2013; Shaw & Perlwitz, 2010). However, there is no significant correlation of lid height with 
either the modal aspect ratio or centroid latitude, which could in turn impact on SSW frequency. Figure 2 
shows the variation of SSW frequency with lid height for splits, displacements, and total SSWs. Of interest 
is the large number (six) of models with a similar lid height (80–87 km), which have a wide range in split 
event frequency (0.88–2.58 per decade, Figure 2a). Similarly, for displacement events, the same six models 
have a frequency spread of 1.9–4.78 per decade (Figure 2b). Also of note is that the model with the highest 
lid (CESM2 WACCM), only has a mid-range frequency of splits, displacements, and total SSWs. Although 
the two low-lid models are distinct as also having a low frequency of splits, CanESM5 actually has a greater 
number of displacement events than four of the higher lid models. While low-top models (i.e., those with 
a top below the stratopause) have a lower overall frequency of SSWs (Figure 2c), mainly as a result of the 
large underrepresentation of split events (Figure 2a), once the model-top height exceeds 70 km, there is no 
discernible relationship between lid height and frequency.

We have also assessed the relationship between vertical resolution in the stratosphere and SSW frequency. 
The resolution was calculated for different levels of the stratosphere (Table 1). In the models evaluated 
here, no significant relationships were identified between stratospheric vertical resolution at the different 
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Figure 2. Model lid height and (a) split SSW frequency, (b) displacement SSW frequency, and (c) total SSW frequency. Dashed horizontal lines show frequency 
for reanalyses. In this and subsequent scatterplots, models from the same “family” have the same marker shape. Significant correlations are shown in bold. 
SSW, sudden stratospheric warming.
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levels and the numbers of split, displacement, or total SSWs, in agreement with results from CMIP5 (S16). 
Wu and Reichler (2020) identified a modest negative correlation at a lower (90%) significance threshold 
between vertical resolution and total SSW frequency (a coarser resolution is associated with fewer SSWs). 
Here, correlations are lower overall, although the correlation between 1 and 50 hPa resolution and total 
SSWs is just short of the 90% significance threshold (r = −0.52). This difference may be a result of the small 
sample size and different models in the sample. Considering specific models, INM has the highest resolu-
tion for each stratospheric height range (Table 1) and has a very similar total SSW frequency to the MMM 
(Figure 1), although the DS ratio is quite high (2.5:1). Conversely, the low-resolution MPI-ESM-LR, and the 
chemistry-climate version (MPI-ESM-HAM) have low stratospheric vertical resolution and yet simulate 
quite different total SSW frequencies (7.52 and 5.18 per decade), perhaps due to the interactive chemistry 
in the latter. However, both have more realistic DS ratios (1.7:1 and 1.4:1 respectively) than models with a 
higher resolution. CESM2 is an outlier, with a reduced number of SSWs of all types (Figure 1), which may 
in part be influenced by the low lid height (below the stratopause) and coarse vertical resolution. This is 
in agreement with studies involving CMIP5 models (e.g., Haase et al., 2018). Beyond this, however, it is 
difficult to distinguish between the stratosphere-resolving high-top models in terms of a clear impact of 
vertical resolution and/or lid height on SSW frequency. There are clearly more important factors than ver-
tical resolution and model lid height that influence the number and type of SSWs simulated. Hence, a lid 
height above 70 km and a well-resolved stratosphere may be regarded as necessary but not sufficient for the 
accurate representation of SSW frequency.

3.3. SSW Frequency and Atmospheric State

We examine aspects of the SPV climatological state that we hypothesize may be linked to the variation in 
frequency of split and displacement events across the models, as in CMIP5 (S16). Correlations between the 
various atmospheric parameters and SSW frequency are summarized in Table 2. There are significant cor-
relations between modal centroid latitude and displacement frequency and aspect ratio and split frequency 
in the models (Figure 3), in agreement with results from CMIP5 (S16). In the case of splits, the correlation 
is significant and positive (r = 0.78) and increases to 0.83 if the outlier CESM2 model is removed; models 
with a higher climatological aspect ratio show a greater frequency of splits. Conversely, models with a low-
er climatological centroid latitude show increased frequency of displacements (r = −0.97). There is also a 
significant negative correlation (r = −0.66) between modal aspect ratio and modal centroid latitude, so a 
vortex that is more preconditioned to displacement events will simulate fewer splits, and vice-versa. Us-
ing the historical simulations, the equivalent correlations are 0.86 (splits) and −0.91 (displacements) (Fig-
ure S2). While for splits, the low top models clearly have small climatological aspect ratio and CESM2 is a 
clear outlier (Figure 3a), this is not the case for displacements (Figure 3b), where CanESM5 is in the mid-
range of modal centroid latitudes. The intermodel climate aspect ratio variability is significantly negatively  
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SSW type Atmospheric variables

Atmos. variables Split disp total Centroid latitude Aspect ratio U10_60 VS_10 U100_60 VS_100 HF100 total HF100 W1 HF100 W2

Centroid latitude −0.34 −0.97 −0.82

Aspect ratio 0.78 0.59 0.86 −0.66

U10_60 −0.76 −0.54 −0.83 0.57 −0.87

VS_10 0.80 0.66 0.90 −0.64 0.85 −0.74

U100_60 −0.82 0.04 −0.47 0.00 −0.46 0.63 −0.50

VS_100 0.86 0.18 0.62 0.28 0.55 −0.64 0.72 −0.91

HF100 total 0.06 0.77 0.51 −0.83 0.37 −0.15 0.41 0.33 −0.11

HF100 W1 −0.19 0.65 0.29 −0.69 0.08 0.12 0.26 0.47 −0.24 0.92

HF100 W2 0.28 0.24 0.30 −0.29 0.51 −0.27 0.22 0.18 −0.11 0.37 0.06

Note. Significant correlations (p < 0.05) are shown in bold.

Table 2 
Pearson's Correlation Coefficients Between Different Atmospheric Parameters, and With Split, Displacement and Total SSW Frequency
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correlated (r = −0.72, not shown) with stratospheric resolution in the upper stratosphere (dz3, Table 2), 
but there is no strong relationship between stratospheric resolution and centroid latitude. This is in 
agreement with S16, and may be related to the extent to which waves in the lower stratosphere can reach the  
mid-stratosphere.

Unlike CMIP5 (S16), the reanalysis values lie a little way off the best fit line of the models. For splits, ERA-I 
and ERA5 both lie above the line (models show a low SSW frequency bias for a given aspect ratio similar 
to reanalysis), and for displacements they both lie below the line (i.e., the models are biased high for dis-
placement frequency for an aspect ratio close to that in reanalysis). However, this is likely to be within the 
range of sampling error, given the small number of events in reanalyses and if CESM2 is excluded from the 
split frequency regression, the reanalyses are closer to the best fit line. The difference in location of ERA-I 
and ERA5 in Figure 3 is due to ERA5 identifying one additional event and the reclassifying of two events 
(see Section 2 for details). Six of the 10 models examined here have a vortex that is too axially symmetric, 
compared to reanalysis, and the modal centroid latitude is higher than the reanalysis for 9 of the 10 mod-
els. As with S16, Figure 3 indicates that biases in the climatological vortex state can account for much of 
the inter-model variability in SSW representation and therefore that a more accurate representation of the 
models’ average vortex state would improve SSW frequency. When comparing with results in S16 which use 
CMIP5, there has been no clear improvement in the representation of SPV geometry with the development 
of CMIP6.

Representative examples of the SPV, shown as the DJFM mean of 10 hPa GPH, are initially difficult to dis-
tinguish from each other by eye (Figures 4a–4d). However, differences from the ERA-I SPV are distinct for 
the different models (Figures 4e–4g). HadGEM3 has relatively small differences, significantly lower (up to 
130 m) 10 hPa GPH over northern Scandinavia and Russia, and a significantly higher surface over the North 
Pacific and North America (Figure 4e). By contrast, for MPI-ESM-HAM, the lower heights (up to 300 m) 
compared with ERA-I occur over the Beaufort-Chukchi Seas, and differences are significant across the 
whole of the polar cap (Figure 4f). CESM2 shows the most marked difference from ERA-I, with zonally 
symmetric 10 hPa GPH differences, significantly lower than ERA-I over the Arctic Ocean, but significantly 
higher in the midlatitudes, indicating a stronger SPV (Figure 4g). The morphological distinctions are also 
emphasized in Figure 4h, where the contour marking the vortex edge is shown, along with the centroid 
latitude. HadGEM3 is more clearly displaced from the pole with a center just east of Svalbard, while CESM2 
is the most circularly symmetric vortex, with a centroid nearest the North Pole. CESM2 is a clear outlier 
among the CMIP6 models, and the only one with a lid below 1 hPa.

Next, we examine a possible cause of the low frequency of splits in most models. With a strong SPV, zonal 
winds are biased high. Through Charney-Drazin filtering, zonal wavenumber 2 planetary waves, which are 
associated with split vortex events, may not be able to propagate into the stratosphere if lower stratospheric 
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Figure 3. Modal DJFM aspect ratio and split SSWs per decade (a), and modal DJFM centroid latitude and displacement SSWs per decade (b) for CMIP6 
models, compared with ERA-I and ERA5. Lines are best-fit regression lines for CMIP6 models only. CMIP6, sixth Coupled Model Intercomparison Project; SSW, 
sudden stratospheric warming.
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zonal winds are too strong. We compare DJFM-mean zonal-mean zonal wind (ZMZW) at 100 hPa, 60°N 
(u100_60), which we use as a proxy for mean lower stratospheric SPV strength, with the frequency of split 
and displacement events. As the daily mean ZMZW distribution may be influenced by SSW frequency, we 
also examine the relationship between the median and the modal u100_60, where the mode is determined 
by fitting a kernel density estimate (kde), as these measures are robust to the influence of extreme values, 
however, the results are qualitatively similar. The distributions of daily DJFM u100_60 vary, with skews 
ranging from slightly positive to slightly negative (Figure  S3). Therefore our results agree with Wu and 
Reichler (2020) that u100_60 contains independent information concerning SSW frequencies and use the 
mean values of u100_60.

HALL ET AL.

10.1029/2021JD034759

9 of 16

Figure 4. Stratospheric polar vortices from a representative range of models and ERA-I. Three models chosen are from 
different model families and are: CESM2 (lowest aspect ratio, highest centroid latitude), HadGEM3-GC31-LL (one 
of the highest aspect ratios, lowest latitude centroid), and MPI-ESM-1-1-HAM (high aspect ratio, mid-range latitude 
centroid). (a)–(d) 10 hPa GPH, (e)–(g) difference between model 10 hPa GPH and the ERA-I 10 hPa GPH (f), the vortex 
edges (mean 10 hPa GPH, 60°N DJFM), and centroid latitudes of the vortices. Negative contours are dotted and the zero 
contour is omitted. Stippling on (e)–(g) shows areas where height difference is significant (p < 0.01, estimated using a 
permutation test with 10,000 resamplings of shuffled seasonal mean data).
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Models with higher mean u100_60 have fewer splits (Figure 5a; r = −0.82). The overall low bias of model 
split frequency for a given mean u100_60 compared with reanalysis is again evident. However, there is no 
similar association between displacement frequency and u100_60 (r = 0.04, Figure 5b). Results are almost 
identical for the historical simulations (split frequency, r = −0.72, displacement frequency; r = −0.08, not 
shown). For a number of models (CESM2, CanESM5, UKESM, and INM), there is a more pronounced 
shoulder in the ZMZW around 60°N, with CESM2 even showing a local maximum at this latitude (Fig-
ure 6). This is related to a too-strong representation of the SPV, with stronger ZMZW extending downward 
to lower levels. The same group of four models also have high-biased ZMZW at 10 hPa (Figure S4). The 
differences in ZMZW at all levels between MPI-ESM-HAM, CanESM5, and ERA-I illustrate this (Figure 7). 
INM, UKESM, and CESM2 all show a similar difference to that between CanESM5 and ERA-I (Figure 7a), 
with a too-strong polar vortex throughout the stratosphere. Models with a representation of SPV strength 
closer to reanalysis tend to show a weaker ZMZW bias in the lower stratosphere in the mid-latitudes (MPI-
ESM-LR, HadGEM3, MPI-ESM-HAM), typified by Figure 7b. The high bias in lower SPV strength in some 
models is not sufficient to prevent the vertical propagation of zonal wavenumber 1 planetary waves into 
the stratosphere, as there is no association between lower SPV strength and displacement frequency. How-
ever, the high-biased models may have sufficiently strong winds in the lower SPV to filter out wavenum-
ber 2 propagation, hence the clear negative association between split frequency and mean u100_60. The 
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Figure 5. DJFM zonal-mean zonal wind at 100 hPa, 60°N (u100), against frequency of (a) split and (b) displacement SSWs per decade, with linear regression 
best-fit line for CMIP6 models. Significant correlations are shown in bold. CMIP6, sixth Coupled Model Intercomparison Project; SSW, sudden stratospheric 
warming.

Figure 6. Variation with latitude of DJFM mean zonal-mean zonal wind at 100 hPa for CMIP6 models and ERA 
reanalyses. CMIP6, sixth Coupled Model Intercomparison Project.
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historical simulations show an almost identical ZMZW as a function of latitude, with the same models 
biased high at 60°N (Figure S5).

To further investigate the relationship between SPV variability and SSW frequency, we adopt the metric 
used with idealized models by Wu and Reichler (2019). This is the ratio of standard deviation to the mean 
of the ZMZW at 60 N, 10 hPa, which can be conceived of as the ratio of vortex variability to strength (VS 
ratio), and previous studies have shown this to be related to total SSW frequency (Horan & Reichler, 2017). 
Such vortex variability has been shown to be related to eddy wave-driving (e.g., Shaw et al., 2014). Here, 
we extend the use of this metric to both 10 hPa (u10_60) and 100 hPa (u100_60) ZMZW. As u10_60 is 
always more negatively skewed than u100_60 (Figure S6), we also investigated the use of nonparametric 
indicators of dispersion and location, testing ratios of interquartile range (IQR) to median and IQR to 
mode. However, the use of the different metrics makes no difference to the significance of the different 
associations.

There are strong positive associations between the vortex VS ratio and split SSW frequency, at both 10 hPa 
and 100 hPa, irrespective of the method used to construct the ratio (Figures 8a and 8d). At 10 hPa, the cor-
relation with displacement frequency is only just significant (0.66) compared with that for splits (r = 0.80; 
Figure 8b), and thus the greater part of the correlation for total SSW frequency (r = 0.90; Figure 8c) is de-
rived from the association with split events. However, at 100 hPa, there is no significant correlation of the 
VS ratio with either displacement or total SSW frequency (0.18 and 0.62 respectively; Figures 8e and 8f), 
while the correlation between split SSW frequency and 100 hPa VS ratio is 0.86.

These results indicate that the variability and strength of the SPV are important factors in determining the 
frequency of split SSW events. The spread (standard deviation) of the reanalysis daily ZMZW is markedly 
greater than that of all the models, both at 10 hPa and 100 hPa; however, six (seven) models have greater 
mean or median ZMZW at 100 (10 hPa) than reanalyses. This suggests that the models, while capable of 
simulating mean ZMZW, are underestimating internal variability, which in turn may be due to a deficiency 
in wave driving, in agreement with Wu and Reichler (2020) (see their Figure 2).

To examine wave driving, we use the DJFM mean daily climatological meridional eddy heat flux,  v T  aver-
aged over 45°N –75°N at 100 hPa (Polvani & Waugh, 2004), where v is meridional wind, T  is temperature, the 
primes denote departures from the zonal mean and the overbar denotes the zonal mean. This acts as a meas-
ure of the planetary wave activity propagating from the troposphere to the stratosphere (e.g., Newman & 
Nash, 2001). Meridional eddy heat flux has a significant correlation with displacement frequency (r = 0.77) 
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Figure 7. DJFM mean zonal-mean zonal wind difference between (a) CanESM5 and ERA-I, and (b) MPI-ESM-1-2-HAM and ERA-I (shading). Contours show 
ERA-I DJFM climatology, contours at 5 ms−1 intervals, dotted negative, zero contour is omitted.
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but no correlation with split frequency (r = 0.06) (Figure 9) consistent with Wu and Reichler (2020), who 
find a significant correlation (r = 0.6) between vertical Eliassen-Palm flux and total SSW frequency. Merid-
ional eddy heat flux is also correlated with centroid latitude (r = −0.83; Table 2). We also decomposed the 
meridional eddy heat flux into zonal wavenumber 1 and wavenumber 2 components. The only significant 
correlation between wavenumbers 1 and 2 components of eddy meridional heat flux and SSW frequency 
was between zonal wavenumber1 eddy heat flux and displacement frequency (r = 0.65; Table 2). This sug-
gests that planetary wave driving may be more significant for the formation of displacement SSWs, whereas 
split SSWs are strongly associated with vortex morphology and wave filtering in the lower stratosphere, 
but not planetary wave driving. This result is consistent with Albers and Birner (2014), who find that split 
SSWs are caused by internal resonance and that precursor wave driving is not sufficient for SSW develop-
ment. Wavenumber 1 eddy heat flux also showed a significant correlation with the modal centroid latitude 
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Figure 8. VS ratio (ratio of standard deviation to mean daily ZMZW), plotted against frequencies of splits, displacements, and all events, at 60°N 10 hPa (a)–(c) 
and 100 hPa (d)–(f).

Figure 9. Total eddy meridional heat flux at 100 hPa, 45°N–75°N and (a) split SSW frequency and (b) displacement SSW frequency. Best-fit linear regression 
lines are shown for the CMIP6 models. Significant correlations are shown in bold. CMIP6, sixth Coupled Model Intercomparison Project; SSW, sudden 
stratospheric warming.
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(r = −0.69; Table 2). Increased wavenumber 1 wave driving in models is likely to contribute to a vortex that 
is displaced further from the pole, and which therefore may be more prone to displacement SSW events.

3.4. Regression Analysis

To combine these results, we use multiple linear regression to construct statistical models of the identified 
associations. We use a forward selection method (e.g., Wilks, 2011), adding one predictor variable at a time, 
using the variables identified above that have strong associations with SSW frequency. We ensure that mod-
els are not overfitted using the adjusted R2 value (e.g., Faraway, 2014) which is adjusted according to the 
number of model terms. This will only increase if an added predictor has some predictive value, whereas 
using R2 alone can result in the model with the largest number of terms being chosen. We do not use in-
teraction terms or polynomials, as from visual inspection associations are strongly linear. We omitted the 
CESM2 model from the regression process as it is a distinct outlier, with significant leverage and influence. 
This makes the regression models more internally consistent as CESM2 is the only model assessed that has 
a lid height below 1 hPa. Regression models are summarized in Table 3.

The models use wholly statistical properties of the polar vortex to explain SSW frequency. Split SSW 
frequency is explained by the strength of the zonal winds at 100 hPa, 60°N (u100_60), and the vortex 
aspect ratio. As the mean wind strength at 100  hPa increases, so the split frequency is reduced and 
vice-versa. This is consistent with Charney-Drazin filtering inhibiting the vertical propagation of tropo-
spheric wavenumber 2 waves. In addition, it is harder to elongate and split a vortex that is more axially 
symmetric.

The association between modal centroid latitude and displacement frequency is so strong that no other 
terms are included in the model, although modal centroid latitude can be understood as incorporating wave 
driving components, as modal centroid latitude is associated with wavenumber1  v T  (r = −0.69; Table 2) 
and total  v T  (r = −0.83; Table 2).

Total SSW frequency is explained by the ZMZW at 10 hPa (u10_60) and modal centroid latitude. u10_60 is 
selected as it is associated with split frequency (r = −0.76; Table 2), while modal centroid latitude is strong-
ly associated with displacement frequency (r = −0.97; Table 2). Wu and Reichler (2019) found that total 
SSW frequency is related to vortex strength at 10 hPa and heat fluxes at 100 hPa. The model for total SSW 
occurrence frequency can be interpreted in these terms, as heat fluxes are incorporated into the centroid 
latitude term and vortex strength into the u10_60 term. In addition, however, here we extend the analysis 
and establish that split and displacement SSWs have different predictors. Applying the regression models 
above to ERA-I and ERA 5 results in an underprediction of split events (by 33.9% in ERA-I, 26.6% in ERA5), 
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Model 1 Model 2 Model 3

Split frequency Displacement frequency Total SSW frequency

y intercept (SSW frequency per decade) −10.00 85.59 80.00

Input variables Model coefficients

u100_60/ms−1 −0.15

Aspect ratio 10.74

Latitude centroid/° −1.06 −0.87

u10_60/ms−1 −0.26

Model statistics

R2 0.91 0.91 0.82

Adjusted R2 0.88 0.90 0.76

Mean squared error 0.06 0.09 0.36

Table 3 
Summary of Regression Models
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and an overprediction of displacement events (29% in ERA-I, 12% in ERA5), confirming the bias in the 
climate models.

4. Summary
In this study, we have assessed SPV metrics for 10 CMIP6 models, along with the frequency of split and 
displacement SSW events and have compared them with ERA reanalysis data.

CMIP6 models have a large intermodel spread in SSW frequency, as well as some common biases. Specif-
ically, models tend to underrepresent split events compared with reanalyses. In comparison with CMIP5 
models, while in some cases the frequency or displacement-split ratio has changed significantly between 
model generations, there is no clear overall improvement in the representation of polar vortex variability in 
CMIP6 compared with CMIP5 (S16).

We recognize that the range of models used is limited, but models are broadly representative of the range of 
CMIP6 models and several results are consistent with other studies (e.g., Wu & Reichler, 2020). The models 
used in this study span the range of SSW frequencies from 20 CMIP6 models in Wu and Reichler (2020). Our 
use of piControl enables us to analyze a greater number of SSW events. Although some models are closely 
related, having common components, there are often large differences in SSW frequency, DS ratio, and at-
mospheric parameters in these models. Some of these differences may be attributable to whether or not the 
models include an interactive chemistry component. Two models from the same family, MPI-ESM1-2-HR 
and MPI-ESM1-2-LR, produce similar results.

Historical and piControl simulations show similar results in terms of intermodel SSW frequency spread, 
and associations with vortex morphology. Any trend that may be present in historical simulations is there-
fore small compared to the intermodel variability.

As with CMIP5, there are strong associations between split SSW occurrence frequency and modal aspect 
ratio and between displacement SSW occurrence frequency and modal centroid latitude (S16). Models with 
a vortex that is too axially symmetric simulate fewer split SSW events, while a model SPV that is located 
further poleward will tend to have fewer displacement events.

The association between SSW frequency and model lid height and stratospheric vertical resolution is un-
clear. Low-top models (1 hPa and below) have fewer SSWs, but once the lid height is raised, and providing 
that there are sufficient levels to allow the representation of the stratospheric circulation, there is little 
gain achieved by raising the lid height or increasing vertical resolution. It is likely that other confounding 
variables may obscure the impact of vertical resolution, such as the presence of interactive atmospheric 
chemistry and the choice and tuning of gravity wave parameterizations.

Wu and Reichler (2019) showed that the strength and variability of the SPV are associated with SSW fre-
quency. Here, we show that at 100 hPa this is only true of split events, but at 10 hPa, there is a strong-
er association with displacement and total SSW frequency. This may relate to Charney-Drazin filtering of 
higher wavenumbers propagating upwards from the troposphere, and hence those with stronger SPV in the 
lower stratosphere have lower frequencies of split events, which have been associated with wavenumber 2 
disturbances.

The relative frequencies of split and displacement SSWs can be explained using different predictors in linear 
regression models. Displacement frequency is almost entirely explained by the modal centroid latitude of 
the model, which is largely influenced by stratospheric wave driving. However, the frequency of split events 
is explained by both the modal climatological aspect ratio and the strength of the SPV at 100 hPa.

Our results have related split and displacement SSW frequency to climatological aspects of the SPV ge-
ometry and lower stratospheric zonal winds. In doing so, we hope to provide a focus for future modeling 
development aiming to reduce the longstanding biases in simulated SSW frequency. This, in turn, would 
help to improve the model representation of high-latitude stratospheric, tropospheric, and surface climate 
variability.
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This study can be extended by investigating purely physical factors associated with SSW frequency, which in 
turn contribute to the statistical descriptors examined here. For example, Wu and Reichler (2020) identified 
tropopause and stratospheric temperature as significant factors, and the refractive index of the lower strat-
osphere is significantly linked with upward wave activity flux. However, they conclude that mean vortex 
strength is the most reliable predictor of SSW frequency, although the reasons for the large intermodel 
spread are unclear, but may be related to gravity wave parameterization.

Data Availability Statement
ERA-I data are freely available from the ECMWF website (https://www.ecmwf.int/) and ERA5 data are 
available from the Copernicus Climate Data Store (https://cds.climate.copernicus.eu/). CMIP6 data were 
accessed at the Centre for Environmental Analysis (CEDA) archive at JASMIN (https://www.jasmin.ac.uk/) 
but are also freely available from the Earth System Grid Federation (ESGF) (https://esgf-index1.ceda.ac.uk/
projects/esgf-ceda/). Python code is available at https://doi.org/10.5281/zenodo.4817437
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